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Based on his co-authored two books published by Springer in 2018 and 2021, his presentation
consists of two parts:

The 15t half presents recent advances in Intrusion Detection Systems (IDS) using the state-of-the
art deep learning methods, which have achieved great breakthrough recently, particularly in the
field of computer vision, natural language processing and image processing from the point of
detection performances. We discuss a systematic and methodical overview of the latest
developments in deep learning and makes a comprehensive comparison between shallow
machine learners and deep learning methods. A general overview of deep learning applications
to IDS followed by a novel deep feature extraction and selection(D-FES) is suggested. Further
challenges and research directions will be suggested.

The 2 half provides fundamental insights into privacy-preserving and deep learning, offering a
comprehensive overview of the state-of-the-art in PPDL methods. It discusses practical issues,
and leveraging federated or split-learning-based PPDL. Covering the fundamental theory of PPDL,
the pros and cons of current PPDL methods, and addressing the gap between theory and
practice in the most recent approaches, it is a valuable reference resource for a general audience,
undergraduate and graduate students, as well as practitioners interested learning about PPDL
from the scratch, and researchers wanting to explore PPDL for their applications.
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Part I: Intrusion Detection using

Deep Learning

KAIST

Harry Chandre Tanuwidija

Network
Intrusion Kwangjo Kim, Muhamad Erza Aminanto, Harry
Detection using Chandra Tanuwidjaja,”Network Intrusion

2 Detection using Deep Learning”, ISBN 978-981-13-
Eﬁ?thea{g'a?ﬁmg 1443-5,2018, Spr inger
Approach
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Global Attacks in 2016 (1/2)

KAIST

Canada
58 datastoknrom s Turkey
casing chan ncuding
1978 o insider formation aiakish pokon srvect Philopines
ut European ootbal
players thel sa 300 GBof g voter
andcontacts datar Comelec) conssing
ofhafthe county's voters:
and incluing fingerprints
Poland fins
us 1465 fomaen et
150 G8rom an Ohio S
"l
protected heath
Information (PH data
us
400 Ga of Habatfor 368 eakofdata fom v
Fimanky® vobiioar French Masoric odge.” s
cataincleing background providig anirsider ook %3
i intothe nghy secretve 3
Freemasen orgaizatin
us
5008 fom.
Sl i talcta i
Kenya
il 1468 of cata rom a Qatar India
1TB ol cata rom bark il 10068 from aKerla Inda
Kenjen Mcieiey of Forstn ntefigence reports on mment# sener o
At inckcing e peopis of picrest ook ncludng names
Secrets anclasstied SoSbock noAg bamds,
feamsand adkresses andincome.

Ir<s

S ALO|H Ot 2118




2023-01-29

Global Attack in 2016 (2/2)

A major recommendation in the guidance above 15 to deploy a wireless intrusion detection
system (WIDS) and wireless intrusion prevention system (WIPS) on every network, even when
wireless access to that network is not offered. 1o detect and automatically disconnect devices
using unauthonized wireless services.

. . CLWUIRNRS 7
A Guide to Securing Networks

for Wi-Fi (IEEE 802.11 Family)

Department of Homeland Security
Cybersecurity Engineering ki
Version 1.0 — March 15, 2017

Heartbleed  Undisclosed

Homeland
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Firewall vs IDS
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Types of IDS (methodology) (2/2)

» Misuse-based: detects any attack by checking whether the attack characteristics match
previously stored signatures or patterns.  This also known as signature-based IDS.

* Anomaly-based: identifies malicious activities by profiling normal behavior and then measuring
any deviation from it. It leverages statistical analysis or machine-learning.

* Specification-based: manually defines a set of rules and constraints to express the normal
operations. Any violation of the rules and constraints during execution is flagged as an
attack.
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Comparion of IDS

Identify known attack ~ patt | Identify unusual acti | Identify violation of  pre-defin
erns vity patterns ed rules

Method

KAIST

Detection Rate

High

Low

High

False Alarm Rate

Low

High

Low

Unknown Attack Detecti
on

Incapable

Capable

Incapable

Drawbacks

Updating signatures is burd
ensome

Computing any statistical
or machine- learning is h
eavy

Relying on expert knowled
ge to define  rules is undesira
ble
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Learning : Supervised vs Unsupervised

2023-01-29

» Unknown attack detection: Detects new attacks without prior knowledge

; The data are labeled with

Definition pre-defined | The data are labeled without pre-defined
classes. classes
Method Classification Clustering
Support Vector Machine (SVM) sgmeansiCIstenng;
Example

Decision Tree (DT)
Fuzzy Inference System (FIS)

Density-based Spatial Clustering of
Applications with Noise (DBSCAN)

Ant Clustering Algorithm (ACA)
Known Attack DR High Low
Unknown Attack DR Low High

KAIST

IrCs’

Tree of Deep Learning
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* ANN, SAE, RBM, DBN, CNN, etc
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Deep B Restricted
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Auto Sum: Recurrent Boltzman Generative Convolutional
Encoder Product Neural Machine Adversarial Neural Network
(AE) Network Netwark (8] Network (GAN] (Cnm)
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Deep Learning-Based IDSs (1/6)

2023-01-29

* DNN (Deep Neural Network)

Output

Input

Hidden

Figure from T. A. Tang, L Mhamd, D. McLemon, 5. A R. Zaidi, and M. Ghogho, "Deep learning
approach for network intrusion detection in software defined networking” in Wireless Networks and
Mobile Communications (WINCOM), 2016 International Conference on. IEEE, 2016, pp. 258-263

KAIST

1. T. A Tang, L. Mhamdi, D. McLernon, S. A. R. Zaidi,
and M. Ghogho, “Deep learning approach for
network intrusion detection in software defined
networking,” in Wireless Networks and Mobile
Communications (WINCOM), 2016 International
Conference on. IEEE, 2016, pp. 258-263.

. S.S. Roy, A. Mallik, R. Gulati, M.S. Obaidat, and P.
Krish-na, "A deep learning based artificial neural
network approach for intrusion detection,” in
International Conference on Mathematics and
Computing. Springer, 2017, pp. 44-53.

. S. Potluri and C. Diedrich, “Accelerated deep neural
networks for enhanced intrusion detection system,”
in Emerging Technologies and Factory Automation
(ETFA), 2016 IEEE 21st International Conference on.
IEEE, 2016, pp. 1-8

~

w
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Deep Learning-Based IDSs (2/6)

* LSTM-RNN (Recurrent NN)

Figure from C. Olah, LSTM networks,"
Understanding-LSTMs/, 2015, [Online; accessed 20-February-2018].

KAIST

1. J. Kim, J. Kim, H. L. T. Thu, and H. Kim, “Long short
term memory recurrent neural network classifier for
intrusion detection,” in Platform Technology and
Service (PlatCon), 2016 International Conference
on. IEEE, 2016, pp. 1-5.

Y. LIY, S. LIU, and Y. WANG, “Route intrusion
detection based on long short term memory
recurrent neural network,” DEStech Transactions on
Computer Science and Engineering, no.cii, 2017.

. C.Yin, Y. Zhy, J. Fei, and X. He, "A deep learning
approach for intrusion detection using recurrent
neural networks,” IEEE Access, vol. 5, pp. 21 954-21
961, 2017.

R. C. Staudemeyer, "Applying long short-term
memory recurrent neural networks to intrusion
detection,” South African Computer Journal, vol. 56,
no. 1, pp. 136-154, 2015.

. L. Bontemps, J. McDermott, N.-A. Le-Khac et al.,
“Collective anomaly detection based on long short-
term memory recurrent neural networks,” in
International Conference on Future Data and
Security Engineering. Springer, 2016, pp. 141-152.
M. K. Putchala, “Deep learning approach for
intrusion  detection system (ids) in the internet of
things (iot) network using gated recurrent neural
networks (gru),” Ph.D. dissertation, Wright State
University, 2017.

P. K. Bediako, “Long short-term memory recurrent
neural network for detecting ddos flooding attacks
within tensorflow implementation framework.”
2017.
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Deep Learning-Based IDSs (3/6)

* CNN (Convolutional Neural Network)

o1 feat €3: f. maps 16@10x10
: feature maps S4:f. maps 16@5x5
INPUT

e 6@28x28

Figure from Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based
learning applied to document recognition,” Proceedings of the IEEE, vol. 86, no.
11, pp. 2278-2324, 1998,

1. Z. Li, Z. Qin, K. Huang, X. Yang, and S. Ye, “Intrusion detection using

convolutional neural networks for representation learning,” in International
Conference on Neural Information Processing. Springer, 2017, pp. 858-866.
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Deep Learning-Based IDSs (4/6)

* AE (Auto-Encoder)

Encoder Decoder

Hidden Representation

Input Layer Output Layer

X y =
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Deep Learning-Based IDSs (5/6)
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* SAE (Stacked Auto-Encoder)

KAIST

Output Layer
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Deep Learning-Based IDSs (6/6)

* SAE (Stacked Auto-Encoder)

Encoder 1

Input Layer

KAIST

Output Layer

1

~
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. A Javaid, Q. Niyaz, W. Sun, and M. Alam, "A deep learning
approach for network intrusion detection system,” in
Proceedings of the 9th EAI International Conference on Bio-
inspired Information and Communications Technologies
(formerly BIONETICS). ICST (Institute for Computer Sciences,
Social-Informatics and Telecommunications Engineering),
2016, pp. 21-26.

. Y. Yu, J. Long, and Z. Cai, “Session-based network intrusion
detection using a deep learning architecture,” in Modeling
Decisions for Artificial Intelligence. Springer, 2017, pp. 144-
155.

M. E. Aminanto, R. Choi, H. C. Tanuwidjaja, P. D. Yoo, and K
Kim, “Deep abstraction and weighted feature selection for
Wi-Fi impersonation detection,” IEEE Transactions on
Information Forensics and Security, vol. 13, no. 3, pp. 621—
636, 2018,

M. E. Aminanto and K. Kim, “Detecting impersonation attack
in Wi-Fi networks using deep learning approach,” Information
Security Applications: 17th International Workshop, WISA
2016, 2016.

M. E. Aminanto and K. Kim, “Improving detection of Wi-Fi
impersonation by fully unsupervised deep learning,”
Information Security Applications: 18th International
Workshop, WISA 2017, 2017
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Our SAE Applications

* SAE as a classifier [1]
» Combination of feature extraction and selection [2]
* SAE as a clustering method [3]

1.M. E. Aminanto and K. Kim, “Detecting impersonation attack in Wi-Fi networks
using deep learning approach,” Information Security Applications: 17th
International Workshop, WISA 2016, 2016.

2. M. E. Aminanto, R. Choi, H. C. Tanuwidjaja, P. D. Yoo, and K. Kim, “Deep
abstraction and weighted feature selection for Wi-Fi impersonation detection,”
IEEE Transactions on Information Forensics and Security, vol. 13, no. 3, pp. 621-
636, 2018.

3.M. E. Aminanto and K. Kim, “Improving detection of Wi-Fi impersonation by
fully unsupervised deep learning,” Information Security Applications: 18th
International Workshop, WISA 2017, 2017.
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Deep-Feature Extraction and Selection(D-FES)

Auto Encoding
Feature Extractor
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Extraction — Selection — Classification
+ A novel Deep-Feature Extraction and Selection (D-FES) for designing feature-focused learning IDS by combining stacked feature
extraction and weighted-feature selection techniques
«  Consists of 3 main tasks:
v Task 1: Unsupervised Auto Encoding Feature Extractor using Stacked Auto Encoder (SAE)
v Task 2: Supervised Feature Selection using Artificial Neural Network (ANN) with combined inputs (original and extracted features)
¥ Task 3: Neural Network Classifier using ANN

M. E. Aminanto, R. Choi, H. C. Tanuwidjaja, P. D. Yoo, and K. Kim, "Deep abstraction and weighted feature selection for Wi-Fi impersonation detection,” IEEE
Transactions on Information Forensics and Security, vol. 13, no. 3, pp. 621-636, 2018.
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Common IDS vs Novel D-FES

Hundreds of
features

Machine Learner
Classifier

Input Data

Pros + Faster for training task + More meaningful features are observed from extracted featur
es
-+ Lightweight input for the classifier
+  Faster for classification task
+ Higher accuracy
+ Higher detection
Cons + Slower for classification task + Slower for training task
+  Lower accuracy
. Lower detection

KAIST IrCs
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Flowchart of D-FES Scheme
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D-FES Source Code (1/3)
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D-FES Source Code (2/3)
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D-FES Source-Code (3/3)

KAIST S g <2
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Demo Video

PC Windows 10 with Intel Xeon E-3-1230v3 CPU @3.30 GHz, 32 GB RAM
MATLAB 2016b (student license) with Neural Network Toolbox
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1: Normal Class

2: Impersonation Attack Class

Normal Class

Dataset

Class

Training | Test

Normal
(unbalanced)

1,633,19( 530,785

Normal

163,319 53,07

Attack Class

Class

Dataset

Training | Test

Impersonation

48,522| 20,079

Flooding 48,484| 8,097
Injection 65379 16,662
Total 162,385 44,83

Output Class

Normal Attack

class

All Confusion Matrix

class

2
Target Class

True-Positive (TP): normal
instances classified correctly
as normal class
False-Negative (FN): normal
instances classified incorrectly
as attack class

FAR: the ratio between the
normal instances classified
incorrectly as attack class and
the entire normal instances

2023-01-29
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Comparison

1. SAE as a classifier (WISA16)
2. Combination of feature extraction and selection (IEEE IF&S18)

3. SAE as clustering method (WISA17)

1
2
B

Kolias et al. *

KAIST

65.178
99.918
92.180
22.008

0.143
0.012
4.400
0.021

AWID Dataset

Normal \kmparsonahon\ Flooding | Injection
Balanced

Train_| 163319 | 48,522 | 48484 | 65379

Test 53078 | 20079 | 8097 | 16,682
Unbalanced

Train | 1,633,190 48,522 | 48484 | 65379

Test | 530,785 | 20,079 | 8097 | 16,682

*) Kolias, Constantinos, et al., "Intrusion detection in 802.11 networks: empiri

cal evaluation of threats and a public dataset," IEEE Communications Survey

s & Tutorials, vol:18.1, pp: 184-208, 2015.

28
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Summary
v'The principle of DL is to process hierarchical features of the
provided input data, where the higher-level features are composed
by lower-level features.
v'DL can discover sophisticated underlying structure and feature
from abstract aspects.
v'The goal of DL is to learn and output feature representation which
makes more suitable for feature engineering.
KAIST - e,

Future Challenges

v'Huge training load in the learning step.
v'How to apply DL in constrained-computation devices.
v'Incorporating DL models as a real-time classifier.
v'IDS detecting zero-day attacks with

high detection rate and low false alarm rate.
v'Comprehensive measure not only detection

but also prevention, etc.

For details, refer to Prof. Muhamad Erza Aminanto’s Ph.D Thesis entitled “Utilizing Deep
Abstraction for Higher Intrusion and Detection in Wireless Networks", 2018, KAIST

https://caislab.kaist.ac.kr/publication/thesis_files/2018/AMPhD.pdf
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